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Differential Entropy - 2

Definitions

@ AEP for Continuous Random Variables

@ Relation of differential entropy to discrete entropy

Joint and Conditional Differential Entropy

Relative Entropy and Mutual Information

Estimation Counterpart of Fano's Inequality
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Joint and conditional differential entropy

The joint differential entropy of X;, Xs, ..., X, with pdf f(z1,z9,...,2y)
is

h(X1, Xo,...,Xp) = —/f(a:”)logf(m")dx

Definition
If X, Y have a joint pdf f(z,y), the conditional differential entropy
h(X|Y) is

h(X|Y) = /f 2,y) log f(xly)dady = h(X,Y) — h(Y).

v
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Entropy of a multivariate Gaussian

Definition ( Multivariate Gaussian Distribution)

If the joint pdf of X1, Xo, ..., X, satisfies

1 1 T 1 )

X)= f(x1,...,0p) = ———exp | —=(x — K (x— ,
0 = Jlor, ) = i p(~50c- WK x- )
then X1, Xo, ..., X,, are multivariate/joint Gaussian/normal distributed

with mean p and covariance matrix K. Denote as
(X17X27 o 7Xn) ~ NN(M7K)

Theorem (Entropy of a multivariate normal distribution)

Let X1, Xo, ..., X, have multivariate normal distribution with mean p
and covariance matrix K. Then

1
A(X1, Xa,. ., Xn) = h(Na(pt, K)) = 5 log(2me)"| K| bits,

where |K| denotes the determinant of K.
v
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Relative entropy and mutual information

The relative entropy D(f||g) between two pdfs f and g is

D(f|lg) = / flogg.

Note: D(f||g) is finite only if the support set of f is contained in the
support set of g.
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Relative entropy and mutual information

The relative entropy D(f||g) between two pdfs f and g is

D(f|lg) = / flogg.

Note: D(f||g) is finite only if the support set of f is contained in the
support set of g.

Definition
The mutual information I(X;Y") between two random variables with joint
pdf f(z,y) is

f(z,y)
I(X;Y) /fxylogf()f()dxdy

v
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Relative entropy and mutual information

By definition, it is clear that
I(X;Y)=h(X) - h(X]Y)=hY)—-h(Y|X)=h(X)+h(Y)—h(X,Y).

and

106Y) = D(f(.y)|| f@)f ().
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Mutual information between correlated Gaussian r.v.s

Let (X,Y) ~ N (0, K), where

o h(X)=h(Y)=1log(2me)o?
o h(X,Y)=13lo (27re) |K| = 3(log 2me)?0(1 — p?)
o I(X;Y) = h(X) + h(Y) = h(X,Y) = —3 log(1 — p?)
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Mutual information between correlated Gaussian r.v.s

Let (X,Y) ~ N (0, K), where

o h(X)=h(Y)= log(27re)
° h(X Y)=1lo (27re) |K| = 3(log 2me)?0(1 — p?)
o I(X;Y) =h(X) +h(Y) - h(X,Y) = —5log(1 — p*)

if p=0, X and Y are independent, the mutual information is 0.

if p+1, X and Y are perfectly correlated, the mutual information is
infinite.

P EE Y

Dr. Rui Wang (EEE) INFORMATION THEORY & CODING November 24, 2020 7/16



D(f|lg) = 0 with equality iff f = g almost everywhere.
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D(f|lg) = 0 with equality iff f = g almost everywhere.

Let S be the support set of f. Then

_D(f|lg) = /S flog$

< log/ f% (by Jensen's inequality)
S

=10g/g
S

<logl=0

Ol
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Properties of differential entropy

0 with equality iff X and Y are independent.
h(X) with equality iff X and Y are independent.

Theorem (Chain rule for differential entropy)

n
h(X1, Xa,. ., Xn) =Y h(Xi| X1, X5, .., Xio1).
=1

o h(Xy,Xs,...,Xpn) <> h(X;), with equality iff X1, Xo,..., X, are
independent.
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Properties of differential entropy

Theorem (Translation does not change the differential entropy)

h(X +c) = h(X).

h(aX) = h(X) + log|al.
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Properties of differential entropy

Theorem (Translation does not change the differential entropy

h(X +c) = h(X).

v

Theorem

h(aX) = h(X) + log|al.

v

Let Y =aX, Then fy(y) = ﬁfx(%) and we have

ax) == [ frwog vty =— [ opx@os (s (2) ) av

= —/fX(a:) log fx(z)dx + log |a| = h(X) + log |al
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Properties of differential entropy

Theorem (Translation does not change the differential entropy)

h(X +¢) = h(X).

V.
Theorem

h(aX) = h(X) + log|al.

Corollary.

h(AX) = h(X) + log | det(A)].

.

O
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Multivariate Gaussian maximizes the entropy

Theorem

Let the random vector X € R™ have zero mean and covariance
K = EXXt (i.e., Kij = EXin, 1 S i,j S n) Then

1
h(X) <  log(2me)" K|

with equality iff X ~ N (0, K).
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Random variable X, estimator X. The expected prediction error
E(X — X)2

Theorem (Estimation error and differential entropy)

For any random variable X and estimator X,

E(X — X)? > Q%Te exp (2h(X)>,

with equality iff X is Gaussian and X is the mean of X.
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Theorem (Estimation error and differential entropy)

For any random variable X and estimator X,

E(X - X)? > % exp (2h(X)),

e

with equality iff X is Gaussian and X is the mean of X.

| A\

Proof.
We have
E(X — X)? > minE(X — X)?
b'e
= E(X —E(X))? mean is the best estimator
= Var(X)

> 3g OXP <2h(X)>. The Gaussian has maximum entropy
e
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@ Discrete r.v. = continuous r.v.
@ entropy = differential entropy.

@ Many things similar: mutual information, relative entropy, AEP, chain

rule, ...
Some things different: h(X) can be negative, maximum entropy
distribution is Gaussian
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Reading & Homework

@ Reading: Whole Chapter 8
e Homework: Problems 8.3 (a,b), 8.5, 8.9
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